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refractions

Challenges smoke

Direction-dependent and complex light phenomena fire
complex reflections
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accurate depth information

Challenges

camera calibration

Camera captured .
color matching




Challenges

Lack of dynamic datasets We currently have a 6x9 PiCameras to shoot videos synchronously.
https://media.idlab.ugent.be/multi-camera-setup

Do you have video captures from different
viewpoints of a scene?! Great, let us know!
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https://media.idlab.ugent.be/multi-camera-setup

Immersive technologies

What technology should | use to immersive myself in a life-like environment?

Realism / Quality 4 NeRF Kernel-based techniques
(e.g. reflections) P 3D Gaussian Splatting, SMoE
@

@® Depth-image-based rendering

©® Photogrammetry

>

= Render speed
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Gaussian Splatting
What is a “splat’?

Attribute class | # attributes
Position 3
Scale 3
Rotation 4
Opacity 1
Color 48
Total 59

—
1mn

GHENT
UNIVERSITY

“mmec



)

I
ORERSITY 7 mec



Gaussian Splatting

Active development/research areas.
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Practical

Game engine integration
Editing

Research topics

Large-Scale
Sparse

Object detection
Dynamic splats
Mesh extraction
Comepression
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Gaussian Splatting

Comepression: Pipeline

N

Culling Alternate color Entropy
. . . . A N
(Removing splats) representation compression

A
A
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Gaussian Splatting

Comepression: Culling

(a) 0% removed (PSNR=26.66) (c) 90% removed (PSNR=24.58)
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Gaussian Splatting

Comepression: Spherical harmonics energy compaction

- A splat’s color is dependent on the angle it is
looked at = spherical function

- A spherical function can be decomposed into
spherical harmonics (c.f. Fourier)

- 48 lighting coefficients per splat (!)

|dea: Find a ‘cheaper’ set of
lighting coefficients.
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GaUSSian Sp|attlng PrLez—compaiti(())!j:}74
Zero fr;(]:(t)i';)n:\ - 15/45

Compression: Spherical harmonics energy compaction

Post-compaction
L2-norm = 0.190
Zero fraction = 22/45

ORERSITY 12 mec



Gaussian Splatting

Compression: Entropy compression

l

Quantization

|

Serialization

|

zstd (entropy compression)

0.483..;0.310..;0.185.. I

Dequantization

48:;31:;19 I

Deserialization

..00000000001161111111... T

zstd (entropy decompression)

A

.0100111001..

(5-15x smaller !)
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Gaussian Splatting

Compression: results

Wy

BEFORE compression

P23 PSNR = 24.94
¥~ Size = 630 MB
4= FPS=~100
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Gaussian Splatting

Comepression: results

‘fi' IR PO

AFTER compression
i@ PSNR =24.76
V.- Size = 10 MB
= FPS = ~200

General compression effects

+  35-100x smaller
+  1.5-3x faster rendering
- Slightly lower quality
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Steered Mixture of Experts (SMokE)

Our kernel-based technique

Light Field

Pixel position:

X,Y

Camera position:
s, t
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Demo Steered Mixture: p:ﬁnExpe'

¥ Toolkit (Toggle Tab)

Big Font +F Show Stats Guard FPS
FPS: 176.7
@ Unlimited 15 FPS 30 FPS 68 FPS 98 FPS 128 FPS
» Video Oubputs
» Renderables
» Movement
r

Render Params

Wireframe
[ ] 0. D0DODEERAA kernel cutoff
[ | 9. 800 Depth Hack
[ | 9, B00EA Render Depth
teee [ Gradient boost
.5‘999 Kernel radius scale
Lﬁﬂ kernel covar scale
Lﬁﬂ Kernel screen scale
B 0, 008 O0F Strength
5. 100 OOF Bias
B o.ooee 00F Focus depth
R D G 8 B: O Clear cColor
B 0. 0EEBER Range From
1, 000888 M Range To
» Model Manipulator
» Effects Controller
» simple video output
» Foveated Video Qutput
» Setup visualizer
» Axes
¥ Lightfield Panel Shader Features

Rendering Strategy Sof tmax @ Alpha Compositing
a - Ellipse Resolution
Reproject Position
+/ Stable Math
Hal Mode Disabled Visualize @ Discard
Depkh Estimation Mode Simple @ Exact
Remove Flipped Depth
Enable Effects
+/ Remove Big Components
Depth Hsv
Atan Color

Color a1l

¥ Stats

Components on GPU:
Buckets rendering:

Components rendering:

Pos X!

| Pos ¥

Pk 2

~0, 4506
1.1600
-4, 5955




It is currently a lot harder to build applications for dynamic content.

You will have to sacrifice speed or visual quality. For example:

- 4D Gaussian Splatting (= dynamic): RTX 3090 GPU, 800x800: 82 FPS
- dynamic NeRF: not well established, likely not viable on current hardware

architectures

What does state-of-the-art real-time dynamic view synthesis look like?
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th Image Based Rendering (DIBR)

“ "“" -7
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Estimate the depth for each
frame of each view
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Depth estimation

Monocular vs Multi-view stereo
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Monocular

fast

handles low-texture areas well
single camera

low resolution

depth is a guess!

20

Multi-view stereo

fast

doesn’t handle low-texture areas well
multiple cameras

high resolution

depth is correct
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Depth estimation

Problem with Monocular depth estimation: Ames room illusion
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Monocular depth estimation
State-of-the-art
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Monocular depth estimation demo

ORERSITY 23 “mec



Depth Image Based Rendering (DIBR)

The more correct the estimated depth maps, the closer to “real” the end result.

Noisy depth, some wrong spots

—
1mn

ORERSITY 24 mec



Dynamic view synthesis: DIBR

Triangle meshes of 16 views blended together:

VR:
90Hz refresh rate for
2448x2448 (per-eye)

with some optimizations:

- NVIDIA hardware accelerated
video decoding (for color and
depth videos)

- OpenGL for mesh rendering

- Only render the 4 closest
views

https://media.idlab.ugent.be/opendibr
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https://media.idlab.ugent.be/opendibr
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